












































ensures that appropriate controls are in place commensurate with the risk of each specific use
case, regardless of whether Al or ML techniques are used.

The IIF stands ready to partner with the official sector to facilitate dialogue between the industry
and policy makers on issues around the use of AI/ML.
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of more complex models. This is done by constructing a simpler model to approximating the
workings of a more complex one.

Global: Sometimes, a global interpretable proxy suffices to approximate ML behavior.’® Some
academics suggest a satisfactory global interpretable proxy while others disagree “identifying
globally faithful explanations that are interpretable remains a challenge for complex models.”?
In the case of a decision tree surrogate model, the attributes of a decision tree are used to explain
global attributes of a complex model such as important features, interactions, and decision
processes. Surrogate model can help visualize, by comparing the “visual” decision making process,
the important features and interactions to the human knowledge and expectations.

Local: firms can opt to build local surrogate models, which allows firms to approximate the model
predictions on particular sub-sections of the data. LIME are local surrogate models, and a method
for fitting local, interpretable models that can explain single predictions of any ML model. In order
to remain model-independent, LIME works by modifying the input to the model locally. Rather
than trying to understand the entire model at the same time, a specific input instance is modified
and the impact on the predictions are monitored.

However, local methods can be demonstrably fragile against some irrelevant model differences,2°
meaning models that are globally and locally similar can produce very different explanations, and,
conversely, demonstrably invariant against some relevant model differences where randomizing
network weights do not appreciably change the local explanations.

Additionally, local methods must be constrained to make it interpretable?, e.g., while ML may
use word embeddings to analyze language, the human-interpretable proxy must treat the
language as bag of words —and those constraints make the problem hard and that could produce
an explanation that looks questionable to humans because of those constraints.

3. Partial Dependency Plots (PDPs)

Individual Conditional Expectation (ICE) and PDP are tools to increase transparency and
accountability of complex models. Given the limitations of each, these are typically used together.

PDPs are a global interpretability method. They show the marginal effect of a feature on the
predicted outcome of a previously fit model, showing the impact of one or two variables on the
predicted outcome. It marginalizes the ML model output over the distribution of chosen features,
so that the remaining function shows the relationship between what we are interested and the
predicted outcome. The partial function is calculated by averaging out the effects of all other input
features.

PDPs are useful tools to display the relationship between the target and a feature and can aid in
describing the nonlinearities of a complex response function. One disadvantage of this technique
comes when the features and the PDP are correlated with other model features. PDP’s assumption
of independence is a challenge, as the features are assumed to be independently distributed from
the other model features are averaged.

18 (Craven & Shavlik, 1996)

19 (Ribiero, Singh, & Guestrin, 2016)
20 (Ghorbani, Abid, & Zou, 2018)

2t (Rudin, 2018)
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e cognition-based: i.e., what factor should change to change the outcome and what are the
discriminative features?

e application-based: how much did we improve the outcomes compared to traditional
approaches and are explanations useful?
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